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## Problem 1

When $\lambda=3$ :

$$
\left[\begin{array}{rrr}
-2 & 2 & 2 \\
3 & -5 & 1 \\
0 & 1 & -2
\end{array}\right]
$$

This row reduces to:

$$
\begin{gathered}
{\left[\begin{array}{rrr|r}
-1 & 1 & 1 & 0 \\
0 & -1 & 2 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]} \\
x_{1}=x_{2}+x_{3} \\
x_{2}=2 x_{3} \\
x_{3}=\text { free }
\end{gathered}
$$

$$
\begin{gathered}
x_{1}=2 x_{3}+x_{3}=3 x_{3} \\
x_{2}=2 x_{3} \\
x_{3}=\text { free }
\end{gathered}
$$

So $\left[\begin{array}{l}3 \\ 2 \\ 1\end{array}\right]$ (or any multiple of $i t$ ) would be an appropriate eigenvector.

## Problem 2

When $\lambda=3$ :

$$
\left[\begin{array}{rrr}
4 & 2 & 3 \\
-1 & 1 & -3 \\
2 & 4 & 9
\end{array}\right]
$$

This row reduces to:

$$
\begin{gathered}
{\left[\begin{array}{lll|l}
1 & 2 & 3 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]} \\
x_{1}=-2 x_{2}-3 x_{3} \\
x_{2}=\text { free } \\
x_{3}=\text { free } \\
x_{1}=-2 x_{2}-3 x_{3} \\
x_{2}=1 x_{2}+0 x_{3} \\
x_{3}=0 x_{2}+1 x_{3}
\end{gathered}
$$

This gives a basis of $\left\{\left[\begin{array}{r}-2 \\ 1 \\ 0\end{array}\right],\left[\begin{array}{r}-3 \\ 0 \\ 1\end{array}\right]\right\}$

## Problem 3

When $\lambda=1$ :

$$
\left[\begin{array}{rrrr}
1 & 2 & 2 & 3 \\
0 & 0 & 2 & -1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

This has two free variables, so there will be 2 linearly independent eigenvector, and the therefore the eigenspace will have a dimension of 2 .

## Problem 4

$$
\left[\begin{array}{rrr}
-\lambda & 0 & 1 \\
0 & 2-\lambda & 0 \\
4 & 0 & -\lambda
\end{array}\right]
$$

Doing a cofactor expansion down the second column gives us:

$$
\begin{gathered}
(2-\lambda)\left|\begin{array}{cc}
-\lambda & 1 \\
4 & -\lambda
\end{array}\right|=0 \\
(2-\lambda)\left(\lambda^{2}-4\right)=0 \\
(2-\lambda)(\lambda-2)(\lambda+2)=0 \\
\lambda=2, \lambda=2, \lambda=-2
\end{gathered}
$$

## Problem 5

First solve for the eigenvalues to get matrix $D$ :

$$
\begin{gathered}
{\left[\begin{array}{cc}
2-\lambda & 7 \\
7 & 2-\lambda
\end{array}\right]} \\
(2-\lambda)(2-\lambda)-49=0 \\
4-4 \lambda+\lambda^{2}-49=0 \\
\lambda^{2}-4 \lambda-45=0 \\
(\lambda-9)(\lambda+5)=0 \\
\lambda=9, \lambda=-5 \\
D=\left[\begin{array}{rr}
9 & 0 \\
0 & -5
\end{array}\right]
\end{gathered}
$$

Now find an eigenvector for each eigenvalue:
For $\lambda=9$

$$
\begin{gathered}
{\left[\begin{array}{cc|c}
-7 & 7 & 0 \\
7 & -7 & 0
\end{array}\right]} \\
{\left[\begin{array}{cc|c}
-1 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]} \\
x_{1}=x_{2}
\end{gathered}
$$

So we can choose $\left[\begin{array}{l}1 \\ 1\end{array}\right]$ as the eigenvector.
For $\lambda=-5$

$$
\begin{aligned}
& {\left[\begin{array}{ll|l}
7 & 7 & 0 \\
7 & 7 & 0
\end{array}\right]} \\
& {\left[\begin{array}{ll|l}
1 & 1 & 0 \\
0 & 0 & 0
\end{array}\right]} \\
& x_{1}=-x_{2}
\end{aligned}
$$

So we can choose $\left[\begin{array}{c}1 \\ -1\end{array}\right]$ as the eigenvector giving us

$$
D=\left[\begin{array}{rr}
9 & 0 \\
0 & -5
\end{array}\right], P=\left[\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right]
$$

## Problem 6

Start by finding the eigenvalues:
Since this is a triangular matrix, we know the eigenvalues are the entries along the main diagonal. So the eigenvalue is $\lambda=1$ with a multiplicity of 3 .

Since we do not have $n$ distinct eigenvalues, we need to find the eigenvector(s) corresponding to $\lambda=1$. If there are 3 linearly independent eigenvectors, then it will be diagonalizable. If there are less than 3 , it will not be diagonalizable.

For $\lambda=1$ :

$$
\left[\begin{array}{lll|l}
0 & 2 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

Here there is only one free variable, $x_{1}$, so there will only be one linearly independent eigenvector, and therefore the matrix is not diagonalizable.

## Problem 7

Here we are given the eigenvalues. Since we have 2 eigenvalues, and $n=3$, we need to find the eigenvectors of each eigenvalue to see if the matrix is diagonalizable.

$$
\begin{aligned}
& \text { For } \lambda=5 \text { : } \\
& \qquad\left[\begin{array}{rrr|r}
-3 & 2 & -1 \mid c \\
1 & -2 & -1 & 0 \\
-1 & -2 & -3 & 0
\end{array}\right]
\end{aligned}
$$

This row reduces to:

$$
\begin{gathered}
{\left[\begin{array}{rrr|r}
1 & -2 & -1 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]} \\
x_{1}=2 x_{2}+x_{3} \\
x_{2}=-x_{3} \\
x_{3}=\text { free } \\
x_{1}=2\left(-x_{3}\right)+x_{3}=-x_{3} \\
x_{2}=-x_{3} \\
x_{3}=\text { free }
\end{gathered}
$$

Giving us an eigenvector of $\left[\begin{array}{c}-1 \\ -1 \\ 1\end{array}\right]$.

For $\lambda=1$ :

$$
\left[\begin{array}{rrr|r}
1 & 2 & -1 & 0 \\
1 & 2 & -1 & 0 \\
-1 & -2 & 1 & 0
\end{array}\right]
$$

This row reduces to:

$$
\begin{gathered}
{\left[\begin{array}{rrr|r}
1 & 2 & -1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]} \\
\begin{array}{c}
x_{1}=-2 x_{2}+x_{3} \\
x_{2}=\text { free } \\
x_{3}=\text { free } \\
x_{1}=-2 x_{2}+1 x_{3} \\
x_{2}=1 x_{2}+0 x_{3} \\
x_{3}=0 x_{2}+1 x_{3}
\end{array}
\end{gathered}
$$

Giving us an eigenvectors of $\left[\begin{array}{r}-2 \\ 1 \\ 0\end{array}\right]$ and $\left[\begin{array}{l}1 \\ 0 \\ 1\end{array}\right]$.

Since the number of linearly independent eigenvectors matches the multiplicity of each corresponding eigenvalue this matrix is diagonalizable with

$$
D=\left[\begin{array}{lll}
5 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], P=\left[\begin{array}{rrr}
-1 & -2 & 1 \\
-1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right]
$$

## Problem 8

Use the property that $A^{3}=P D^{3} P^{-1}$.
First find $P^{-1}$ using the formula

$$
\begin{gathered}
P^{-1}=\frac{1}{a d-b c}\left[\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right] \\
P^{-1}=\frac{1}{3-2}\left[\begin{array}{rr}
1 & -2 \\
-1 & 3
\end{array}\right]=\left[\begin{array}{rr}
1 & -2 \\
-1 & 3
\end{array}\right] \\
A^{3}=P D^{3} P^{-1} \\
A^{3}=\left[\begin{array}{ll}
3 & 2 \\
1 & 1
\end{array}\right]\left[\begin{array}{rr}
8 & 0 \\
0 & -1
\end{array}\right]\left[\begin{array}{rr}
1 & -2 \\
-1 & 3
\end{array}\right]
\end{gathered}
$$

Multiply the first two matrices gives us:

$$
A^{3}=\left[\begin{array}{rr}
24 & -2 \\
8 & -1
\end{array}\right]\left[\begin{array}{rr}
1 & -2 \\
-1 & 3
\end{array}\right]
$$

Continuing to multiply the resulting matrix gives us:

$$
A^{3}=\left[\begin{array}{rr}
26 & -54 \\
9 & -19
\end{array}\right]
$$

## Problem 9

a) Find the closest point is the same thing as finding $\hat{\mathbf{y}}$ :

$$
\begin{gathered}
\hat{\mathbf{y}}=\left(\frac{\mathbf{y} \cdot \mathbf{v}_{1}}{\mathbf{v}_{1} \cdot \mathbf{v}_{1}}\right) \mathbf{v}_{1}+\left(\frac{\mathbf{y} \cdot \mathbf{v}_{2}}{\mathbf{v}_{2} \cdot \mathbf{v}_{2}}\right) \mathbf{v}_{2} \\
\hat{\mathbf{y}}=\left(\frac{\frac{8}{3}+\frac{8}{3}+\frac{2}{3}}{\frac{4}{9}+\frac{1}{9}+\frac{4}{9}}\right) \mathbf{v}_{1}+\left(\frac{\frac{-8}{3}+\frac{16}{3}+\frac{1}{3}}{\frac{4}{9}+\frac{4}{9}+\frac{1}{9}}\right) \mathbf{v}_{2} \\
\hat{\mathbf{y}}=\left(\frac{\frac{18}{3}}{\frac{9}{9}}\right) \mathbf{v}_{1}+\left(\frac{\frac{9}{9}}{9}\right) \mathbf{v}_{2} \\
\hat{\mathbf{y}}=(6) \mathbf{v}_{1}+(3) \mathbf{v}_{2} \\
\hat{\mathbf{y}}=(6)\left[\begin{array}{l}
2 / 3 \\
1 / 3 \\
2 / 3
\end{array}\right]+(3)\left[\begin{array}{r}
-2 / 3 \\
2 / 3 \\
1 / 3
\end{array}\right] \\
\hat{\mathbf{y}}=\left[\begin{array}{l}
4 \\
2 \\
4
\end{array}\right]+\left[\begin{array}{r}
-2 \\
2 \\
1
\end{array}\right]=\left[\begin{array}{l}
2 \\
4 \\
5
\end{array}\right]
\end{gathered}
$$

b) We already found $\hat{\mathbf{y}}$. To find the distance compute: $\|\mathbf{y}-\hat{\mathbf{y}}\|$

$$
\begin{gathered}
\mathbf{y}-\hat{\mathbf{y}}=\left[\begin{array}{l}
4 \\
8 \\
1
\end{array}\right]-\left[\begin{array}{l}
2 \\
4 \\
5
\end{array}\right]=\left[\begin{array}{r}
2 \\
4 \\
-4
\end{array}\right] \\
\|\mathbf{y}-\hat{\mathbf{y}}\|=\sqrt{4+16+16}=6
\end{gathered}
$$

Problem 10
To find the unit vector use the formula:

$$
\begin{gathered}
\mathbf{u}=\frac{\mathbf{v}}{\|\mathbf{v}\|} \\
\|\mathbf{v}\|=\sqrt{\left(\frac{2}{3}\right)^{2}+(1)^{2}+(0)^{2}+(-2)^{2}} \\
\|\mathbf{v}\|=\sqrt{\frac{4}{9}+1+4}=\sqrt{\frac{4}{9}+\frac{9}{9}+\frac{36}{9}}=\sqrt{\frac{49}{9}}=\frac{7}{3}
\end{gathered}
$$

This give us:

$$
\mathbf{u}=\frac{\mathbf{v}}{7 / 3}=\frac{3}{7} \mathbf{v}=\frac{3}{7}\left[\begin{array}{r}
2 / 3 \\
1 \\
0 \\
-2
\end{array}\right]=\left[\begin{array}{r}
2 / 7 \\
3 / 7 \\
0 \\
-6 / 7
\end{array}\right]
$$

## Problem 11

a) Set T is orthogonal because each vector dotted with any other vector equals 0 .
b) Set T is not orthonormal because the length of each vector does not equal 1.
c) Set $T$ is not a basis because it contains the 0 vector

## Problem 12

$$
\begin{gathered}
c_{1}=\frac{\mathbf{x} \cdot \mathbf{v}_{\mathbf{1}}}{\mathbf{v}_{\mathbf{1}} \cdot \mathbf{v}_{\mathbf{1}}}=\frac{8+0-3}{1+0+1}=\frac{5}{2} \\
c_{2}=\frac{\mathbf{x} \cdot \mathbf{v}_{\mathbf{2}}}{\mathbf{v}_{\mathbf{2}} \cdot \mathbf{v}_{\mathbf{2}}}=\frac{-8-16-3}{1+16+1}=-\frac{27}{18}=-\frac{3}{2} \\
c_{3}=\frac{\mathbf{x} \cdot \mathbf{v}_{\mathbf{3}}}{\mathbf{v}_{\mathbf{3}} \cdot \mathbf{v}_{\mathbf{3}}}=\frac{16-4+6}{4+1+4}=\frac{18}{9}=2
\end{gathered}
$$

## Problem 13

$$
\begin{gathered}
\hat{\mathbf{y}}=\left(\frac{\mathbf{y} \cdot \mathbf{u}}{\mathbf{u} \cdot \mathbf{u}}\right) \mathbf{u} \\
\hat{\mathbf{y}}=\left(\frac{5-1+8}{1+1+4}\right) \mathbf{u}=2 \mathbf{u}=2\left[\begin{array}{l}
1 \\
1 \\
2
\end{array}\right]=\left[\begin{array}{l}
2 \\
2 \\
4
\end{array}\right]
\end{gathered}
$$

## Problem 14

$$
\begin{gathered}
\mathbf{y}=\hat{\mathbf{y}}+\mathbf{z} \\
\hat{\mathbf{y}}=\left(\frac{\mathbf{y} \cdot \mathbf{u}}{\mathbf{u} \cdot \mathbf{u}}\right) \mathbf{u}=\left(\frac{28+12}{16+4}\right) \mathbf{u}=2 \mathbf{u}=2\left[\begin{array}{l}
4 \\
2
\end{array}\right]=\left[\begin{array}{l}
8 \\
4
\end{array}\right] \\
\mathbf{z}=\mathbf{y}-\hat{\mathbf{y}}=\left[\begin{array}{l}
7 \\
6
\end{array}\right]-\left[\begin{array}{l}
8 \\
4
\end{array}\right]=\left[\begin{array}{l}
1 \\
2
\end{array}\right]
\end{gathered}
$$

## Problem 15

Distance: \|y - $\hat{\mathbf{y}} \|$

$$
\begin{gathered}
\hat{\mathbf{y}}=\left(\frac{\mathbf{y} \cdot \mathbf{u}}{\mathbf{u} \cdot \mathbf{u}}\right) \mathbf{u}=\left(\frac{5+12-3+16}{1+9+1+4}\right) \mathbf{u}=2 \mathbf{u}=2\left[\begin{array}{r}
1 \\
3 \\
-1 \\
-2
\end{array}\right]=\left[\begin{array}{r}
2 \\
6 \\
-2 \\
-4
\end{array}\right] \\
\mathbf{y}-\hat{\mathbf{y}}=\left[\begin{array}{r}
5 \\
4 \\
3 \\
-8
\end{array}\right]-\left[\begin{array}{r}
2 \\
6 \\
-2 \\
-4
\end{array}\right]=\left[\begin{array}{r}
3 \\
-2 \\
5 \\
-4
\end{array}\right] \\
\|\mathbf{y}-\hat{\mathbf{y}}\|=\sqrt{9+4+25+16}=\sqrt{54}=3 \sqrt{6}
\end{gathered}
$$

$$
\begin{gathered}
\hat{\mathbf{y}}=\left(\frac{\mathbf{y} \cdot \mathbf{v}_{1}}{\mathbf{v}_{1} \cdot \mathbf{v}_{1}}\right) \mathbf{v}_{1}+\left(\frac{\mathbf{y} \cdot \mathbf{v}_{2}}{\mathbf{v}_{2} \cdot \mathbf{v}_{2}}\right) \mathbf{v}_{2} \\
\hat{\mathbf{y}}=\left(\frac{-4+9+3+2}{1+9+1+4}\right) \mathbf{v}_{1}+\left(\frac{-4+0+3-1}{1+1+1}\right) \mathbf{v}_{2} \\
\hat{\mathbf{y}}=\left(\frac{2}{3}\right) \mathbf{v}_{1}+\left(\frac{-2}{3}\right) \mathbf{v}_{2} \\
\hat{\mathbf{y}}=\left(\frac{2}{3}\right)\left[\begin{array}{r}
-1 \\
3 \\
1 \\
-2
\end{array}\right]+\left(\frac{-2}{3}\right)\left[\begin{array}{r}
-1 \\
0 \\
1 \\
1
\end{array}\right] \\
\hat{\mathbf{y}}=\left[\begin{array}{r}
-2 / 3 \\
2 \\
2 / 3 \\
-4 / 3
\end{array}\right]+\left[\begin{array}{r}
2 / 3 \\
0 \\
-2 / 3 \\
-2 / 3
\end{array}\right]=\left[\begin{array}{r}
0 \\
2 \\
0 \\
-2
\end{array}\right]
\end{gathered}
$$

## Problem 17

Use the Gram-Schmidt formulas where each column of the matrix represents $\mathbf{x}_{1}, \mathbf{x}_{2}$, and $\mathbf{x}_{3}$, respectively. The formulas are:

$$
\begin{gathered}
\mathbf{v}_{\mathbf{1}}=\mathbf{x}_{\mathbf{1}} \\
\mathbf{v}_{\mathbf{2}}=\mathbf{x}_{\mathbf{2}}-\left(\frac{\mathbf{x}_{2} \cdot \mathbf{v}_{\mathbf{1}}}{\mathbf{v}_{\mathbf{1}} \cdot \mathbf{v}_{\mathbf{1}}}\right) \mathbf{v}_{\mathbf{1}} \\
\mathbf{v}_{3}=\mathbf{x}_{3}-\left(\frac{\mathbf{x}_{3} \cdot \mathbf{v}_{\mathbf{1}}}{\mathbf{v}_{\mathbf{1}} \cdot \mathbf{v}_{\mathbf{1}}}\right) \mathbf{v}_{\mathbf{1}}-\left(\frac{\mathbf{x}_{3} \cdot \mathbf{v}_{\mathbf{2}}}{\mathbf{v}_{\mathbf{2}} \cdot \mathbf{v}_{\mathbf{2}}}\right) \mathbf{v}_{\mathbf{2}}
\end{gathered}
$$

This gives us:

$$
\begin{gathered}
\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{r}
1 \\
-1 \\
1 \\
-1
\end{array}\right] \\
\mathbf{v}_{\mathbf{2}}=\left[\begin{array}{r}
1 \\
1 \\
3 \\
-1
\end{array}\right]-\left(\frac{1-1+3+1}{1+1+1+1}\right)\left[\begin{array}{r}
1 \\
-1 \\
1 \\
-1
\end{array}\right] \\
=\left[\begin{array}{r}
1 \\
1 \\
3 \\
-1
\end{array}\right]-(1)\left[\begin{array}{r}
1 \\
-1 \\
1 \\
-1
\end{array}\right] \\
=\left[\begin{array}{l}
0 \\
2 \\
2 \\
0
\end{array}\right] \\
\mathbf{v}_{\mathbf{3}}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]-\left(\frac{0+0+0-1}{1+1+1+1}\right)\left[\begin{array}{r}
1 \\
-1 \\
-1
\end{array}\right]-(0)\left[\begin{array}{l}
0 \\
2 \\
2 \\
0
\end{array}\right] \\
=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right]+\binom{1}{4}\left[\begin{array}{r}
1 \\
-1 \\
1 \\
-1
\end{array}\right] \\
=\left[\begin{array}{r}
1 / 4 \\
-1 / 4 \\
1 / 4 \\
3 / 4
\end{array}\right]
\end{gathered}
$$

Note that in the answers, $\mathbf{v}_{\mathbf{3}}$ is multiplied by 4 to get $\left[\begin{array}{r}1 \\ -1 \\ 1 \\ 3\end{array}\right]$. This is okay to do since scaling a vector by a constant, will not change whether or not it is orthogonal to the other vectors. So this still forms an orthogonal basis.

## Problem 18

Since the vectors are not orthogonal, use the Gram-Schmidt process to find an orthogonal basis, then divide each vector by its length to make them unit vectors.

The formulas are:

$$
\begin{gathered}
\mathbf{v}_{1}=\mathbf{x}_{1} \\
\mathbf{v}_{\mathbf{2}}=\mathbf{x}_{\mathbf{2}}-\left(\frac{\mathbf{x}_{\mathbf{2}} \cdot \mathbf{v}_{\mathbf{1}}}{\mathbf{v}_{\mathbf{1}} \cdot \mathbf{v}_{\mathbf{1}}}\right) \mathbf{v}_{\mathbf{1}}
\end{gathered}
$$

This gives us:

$$
\begin{gathered}
\mathbf{v}_{\mathbf{1}}=\left[\begin{array}{l}
3 \\
6 \\
0
\end{array}\right] \\
\mathbf{v}_{\mathbf{2}}=\left[\begin{array}{l}
1 \\
2 \\
2
\end{array}\right]-\left(\frac{3+12+0}{9+36+0}\right)\left[\begin{array}{l}
3 \\
6 \\
0
\end{array}\right] \\
=\left[\begin{array}{l}
1 \\
2 \\
2
\end{array}\right]-\frac{1}{3}\left[\begin{array}{l}
3 \\
6 \\
0
\end{array}\right] \\
=\left[\begin{array}{l}
0 \\
0 \\
2
\end{array}\right]
\end{gathered}
$$

So the orthogonal basis is: $\left\{\left[\begin{array}{l}3 \\ 6 \\ 0\end{array}\right],\left[\begin{array}{l}0 \\ 0 \\ 2\end{array}\right]\right\}$
Now divide each vector by its length to get an orthonormal basis:

$$
\begin{gathered}
\left\|\mathbf{v}_{\mathbf{1}}\right\|=\sqrt{9+36+0}=3 \sqrt{5} \\
\left\|\mathbf{v}_{\mathbf{2}}\right\|=\sqrt{0+0+4}=2
\end{gathered}
$$

Orthonormal basis:

$$
\left\{\left[\begin{array}{r}
1 / \sqrt{5} \\
2 / \sqrt{5} \\
0
\end{array}\right],\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]\right\}
$$

$$
\begin{aligned}
& \text { Find a least squares solution of } A=\left[\begin{array}{rc}
-1 & 2 \\
2 & -3 \\
-1 & 3
\end{array}\right], \mathbf{b}=\left[\begin{array}{l}
4 \\
1 \\
2
\end{array}\right] \\
& A^{T} A=\left[\begin{array}{ccc}
-1 & 2 & -1 \\
2 & -3 & 3
\end{array}\right]\left[\begin{array}{rc}
-1 & 2 \\
2 & -3 \\
-1 & 3
\end{array}\right]=\left[\begin{array}{cc}
6 & -11 \\
-11 & 22
\end{array}\right] \\
& A^{T} \mathbf{b}=\left[\begin{array}{ccc}
-1 & 2 & -1 \\
2 & -3 & 3
\end{array}\right]\left[\begin{array}{l}
4 \\
1 \\
2
\end{array}\right]=\left[\begin{array}{c}
-4 \\
11
\end{array}\right] \\
& {\left[\begin{array}{cc|c}
6 & -11 & -4 \\
-11 & 22 & 11
\end{array}\right] \sim\left[\begin{array}{rr|}
6 & -11 \\
1 & -2
\end{array}-1-1\right] \sim\left[\left.\begin{array}{rr|}
1 & -2 \\
6 & -11
\end{array} \right\rvert\,-4\right] \sim\left[\left.\begin{array}{rr}
1 & -2 \\
0 & 1
\end{array} \right\rvert\, \begin{array}{c}
-1 \\
2
\end{array}\right]} \\
& \hat{\mathbf{x}}=\left[\begin{array}{l}
3 \\
2
\end{array}\right]
\end{aligned}
$$

$$
A^{T} A=\left[\begin{array}{cc}
0 & 0 \\
-5 & 0
\end{array}\right]\left[\begin{array}{rr}
0 & -5 \\
0 & 0
\end{array}\right]=\left[\begin{array}{rr}
0 & 0 \\
0 & 25
\end{array}\right]
$$

$$
\lambda_{1}=25, \lambda_{2}=0
$$

$$
\sigma_{1}=5, \sigma_{2}=0
$$

Matrix D: [5]

$$
\text { Matrix } \Sigma=\left[\begin{array}{ll}
5 & 0 \\
0 & 0
\end{array}\right]
$$

For $\lambda_{1}=25: \quad\left[\begin{array}{cc|c}-25 & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$. So $\mathbf{v}_{1}=\left[\begin{array}{l}0 \\ 1\end{array}\right]$
For $\lambda_{2}=0: \quad\left[\begin{array}{rr|r}0 & 0 & 0 \\ 0 & 25 & 0\end{array}\right]$. So $\mathbf{v}_{2}=\left[\begin{array}{c}-1 \\ 0\end{array}\right]$ (Remember that matrix $V$ must be orthogonal so choose your free variables appropriately)

$$
\begin{gathered}
\text { So Matrix } V=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right] \text { and } V^{T}=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right] \\
\mathbf{u}_{1}=\frac{1}{\sigma_{1}} A \mathbf{v}_{1}=\frac{1}{5}\left[\begin{array}{cc}
0 & -5 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
0 \\
1
\end{array}\right]=\frac{1}{5}\left[\begin{array}{c}
-5 \\
0
\end{array}\right]=\left[\begin{array}{c}
-1 \\
0
\end{array}\right]
\end{gathered}
$$

Because $\sigma_{2}=0$ cannot find $\mathbf{u}_{\mathbf{2}}$ algebraically like we did for $\mathbf{u}_{1}$. However, remember that matrix $U$ must be orthonormal so choose any vector for $\mathbf{u}_{2}$ with a length of 1 that is orthogonal to $\mathbf{u}_{1}$.

$$
\begin{gathered}
\mathbf{u}_{2}=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \\
\text { So Matrix } U=\left[\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right]
\end{gathered}
$$

SVD: $A=\left[\begin{array}{cc}-1 & 0 \\ 0 & 1\end{array}\right]\left[\begin{array}{ll}5 & 0 \\ 0 & 0\end{array}\right]\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$

